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The goal of Selector Analytics is to bring AIOps usability to the next 
level, creating a human-level interface to the network that enables 
operators to quickly understand complex network issues as they are 
happening in near real-time.

To accomplish this, Selector created an architecture that distributes functionality into four key areas, and then 
designed each abstraction layer with both performance and usability in mind.  We considered every aspect 
of this problem, from the diversity of the data inputs, the guidance of the machine-learning algorithms, to the 
methods for data retreival and presentation of that data.

Selector Analytics Architectural Goal 

The platform is constructed around four functional layers:
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Data Collection  
Entry point for data in the system. 
 
 
Data Hypervisor  
The data plane where data gets 
normalized and enriched for further 
processing by upper layers.

Knowledge Service 
Data is processed and ML analytics 
are performed.
 
Collaboration Service 
Exposes the various interfaces for 
the user to interact with Selector 
Analytics.

The four key 
building blocks  
Selector Analytics 
is based on:
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Data Collection Engine

Selector Analytics has access to a wide variety of data sources through 
a set of custom-built collection engines that leverage both push and pull 
technology.

We collect data from existing monitoring systems such as Solarwinds, Datadog, or Zabbix, as well as log collection 
systems like Splunk. For these cases, we have pre-integrated engines for each of these systems, making them 
plug and play. Selector Analytics can also collect data directly from monitored entities (e.g., network devices using 
SNMP collection, gNMI, syslog, Netconf/CLI, etc.).

There is another collection capability that is fundamental for the 
proper infrastructure observability and correlation: inventory.
Selector Analytics can connect to an existing inventory or CMDB tool, consume static inventory definitions from a 
file or dynamic definitions via an API, integrate with an existing Netbox instance or provide inventory as a service 
using our own Netbox instance. Any of these mechanisms allow us to populate the Selector Analytics Metastore  
with data that will be used for real-time telemetry and event enrichment. For synthetic testing, lightweight software 
agents are available to be deployed in servers, VMs, network devices, etc. 

Data Collection
Engines

REST kafka SNMP Syslog Synthetic
TestingSNMP

SNMP
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kafka
REST

REST

Agent Agent AgentAgent Agent Agent

Data Hypervisor ML

All the collection engines are 
cloud-native and are designed 
to be able to scale out. The data 
collection layer is the entry point 
of the data for the system, and 
it plays a key role in bringing the 
wide variety of data that may 
be necessary for our mission: 
answer complex questions. 
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Data is ingested from different types of sources, and each one has its 
own characteristics, schema, encapsulation mechanisms, etc. 

We use ML in the Data Hypervisor to automatically extract 
information from logs, events, and traps despite having unstructured 
or semi-structured content. 

Depending on the nature of the data, the type of storage and processing it will require will also be different, 
which leads to the need to have different mechanisms for that purpose. Standalone data sources lack context, 
which is necessary for proper analysis, so it must be enriched with the necessary metadata (usually in the form 
of labels) to make it useful. That context also allows data coming from different sources to become connected 
so that they can be cross-correlated (metrics, events, logs, configuration, operational state, flow data, etc.).  
 
 
The hypervisor is in charge of decoupling the physical infrastructure from the applications and provides an abstract 
view through the concept of VMs, or containers. Our data hypervisor provides the equivalent functionality for data 
processing: decoupling the various and different 
types of data sources, 
normalizing the data 
and providing a source 
agnostic mechanism to 
extract, enrich, process 
and redirect the data to
the right storage 
repositories, adequate to 
each type of data.

Traditional architectures need hundreds or thousands of regex rules to be created and maintained for that purpose. 
We use ML techniques to automatically infer and extract the relevant entities and cluster various events into 
meaningful types. The Data Hypervisor again plays a key role in the delivery of our mission, enabling the processing 
of any type of data and enriching the data with the contextual information necessary to answer complex questions.

Data Hypervisor
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The knowledge 
service uses data 
and algorithms 
to answer IT 
/ operational 
questions.

The Knowledge 
Service is the brain of 
the platform. 

The knowledge service uses data and algorithms to answer IT/operational questions. Our ML engine will 
automatically detect anomalies on any metric and/or apply heuristics-based rules when configured to do so. Alerts 
will be raised upon anomalies detected, which will be cross-correlated by our ML engine in the Knowledge Service 
and ranked with other alerts or events on the system. This process provides a cohesive view of the data received 
from different sources. 

It not only provides the insights required to detect and correlate potential 
problems within the infrastructure, but also provides the interface to 
query any data on the system, regardless of the type (metric, events, 
logs, alerts, etc.). It plays a fundamental role in the Selector mission: 
provide the right answer to the questions, provide visibility of the 
problems, whether known or unknown. 
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At Selector Analytics, our goal is to answer questions, but do it in a 
way that is operationally affordable. 

The days of programming hundreds or thousands of rules on a system to analyze logs, set thresholds, raise alarms 
and correlate events are gone. Networks and IT infrastructure have grown in size and complexity to a level where it 
is humanly impossible to deal with them using rules.

Knowledge is necessary to answer questions, and machine learning techniques are used to extract that knowledge 
from the data, transform it, analyze it, correlate it with other analyzed data and make that knowledge available 
through the natural language interface.
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The Collaboration 
Layer enables a 
human interface to 
the knowledge

Static dashboards are yesterday’s way of finding data.  Our dashboards can be dynamically rendered as a result of 
the questions asked in Slack, for example, and all the operations teams can have joint access to the information to 
troubleshoot and address a network or IT incident.

Collaboration Layer

If having the right answer to a question is important, it is also 
important to make it easy for users to ask their questions, and get 

The goal of the collaboration layer is to provide a human-centered set of 
interfaces to facilitate collaboration. With seamless integration in Slack and 
Microsoft Teams, network operation engineers can interact with the Selector 
Analytics from their collaboration tool of choice, without the need to switch to 
other interfaces. 

It is possible to articulate the questions that need answers using natural 
human language, and get the right answers, in real-time, right there. It is also 
possible to get notifications and alerts directly in Slack or Microsoft Teams, and 
troubleshoot them from the same channel by issuing the necessary follow up 
questions (in natural language) to the Selector Analytics chatbot. 
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the required answers in 
the right time, and in the 
right place.

The Selector Analytics Platform mission is to find the right answers to the operational questions in the right time, the 
right place and the right way – and collaboration service plays a key role.

Operations teams need the relevant information to be rendered in order to analyze a problem, for the specific context, 
and in the place that it is necessary. The days of having to learn complex structured query languages to find the 
information you need, across multiple tools, are gone. Operations engineers need to be able to articulate questions 
using natural human language and get the responses they need.
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A Declarative Approach

Monitoring and observability systems are usually configured using 
either a graphical user interface or REST APIs. 

Both enable the user 
to define the expected 
behavior of the system 
either manually or 
programmatically. Selector 
Analytics supports both 
mechanisms, and it 
offers interfaces through 
collaboration systems 
using natural language 
communication. 

Lab Environment

New Service

Configuration

Network/IT Infra/Cloud

Production

Config Service

New Manifests

AIOps

Provisioning

CI/CD Pipeline

Gitlab/Github
1.0

Automation systems 
have embraced a 
declarative approach to 
configuration over the 
past few years. 

Under this philosophy, there is always some manifest that captures 
the configuration state required.

YAML and JSON are typical encoding schemes for this type 
of manifest that allow system administrators to manage the 
configuration of these software systems as code, using a Git 
infrastructure and CI/CD pipelines. Ansible, Kubernetes, and 
Terraform  are also good examples. 
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Learn how the Selector Analytics Platform Architecture 
can empower your team.

Summary

Regardless of how Selector 
Analytics is configured 
(GUI, REST or Slack), it is a 
completely declarative intent-
based system. 

Any behavior of the system is described in a manifest 
built using our domain specific language S2ML 
(Selector Software Modeling Language) expressed 
in YAML format. This fully declarative architecture 
enables customers to integrate Selector Analytics 
with their CI/CD pipelines and Infrastructure as Code 
architectures. S2ML manifest files can be managed 
as code and become part of deployment CI/CD 
chains. 

Observability changes required after a certain 
network change happens (new service deployed, 
etc.) are  now fully automated as part of a 
common pipeline. Configuration management and 
provisioning tools have become declarative and 
intent-based over the past few years, and now it is 
the turn for the observability and operational tools 
to embrace this approach and enable customers to 
fully integrate operational analytics as part of their 
end-to-end CI/CD ambitions.

The Selector Analytics architecture is deliberately designed to 
empower network/IT operation teams, enabling them to ask the 
questions they need answers for on their own terms, and get the 
answers in the right place at the right time. 

Every component has been designed with that purpose, because we strongly believe that the future of the 
infrastructure operation lies in empowering operation teams, so they can deal with the seemingly impossible 
challenge of increased complexity and criticality.


